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Introduction
Dataset: rumor detection datasets in Chinese companies with comments are rare. 

BERT, ensembles of multiple BERT models: a big ensemble size makes the fine-tuning 
computationally expensive, for the training time and the inference time increase linearly with 
the ensemble size. 

The attention mechanism: a few studies indicated that not all attention is necessary-----partial 
attention can be pruned or masked depending on specific tasks, because BERT learns different 
features at different levels. 

The input length limitation: social media posts often have comments whose total length 
exceeds the input-length limitation, demanding pre-processing like truncation. Although 
Longformer was proposed recently to tackle long input sequences, excessive attention 
interactions may degrade the overall performance.
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a set of source posts

A word (in English) or character (in Chinese) sequence



Comment Selection

1、sort comments according to their replying time and prioritize comments that respond earlier.
2、calculate sentiment scores of comments and select those with high scores. 
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LGAM-BERT
The standard attention mechanism:  
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LGAM-BERT
Attention-Mask: 
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